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ABSTRACT

We present a proof system and supporting tool, QED, for the static verification of concurrent software. Our key idea is to simplify the verification of a program by rewriting it with larger atomic actions. We demonstrated the simplicity and effectiveness of our approach on benchmarks with intricate synchronization.

Categories and Subject Descriptors

D.2.4 [Software Engineering]: Software/Program Verification — assertion checkers, correctness proofs, formal methods; F.3.1 [Logics and Meanings of Programs]: Specifying and Verifying and Reasoning about Programs — assertions, invariants, mechanical verification

General Terms

Languages, Theory, Verification

Keywords

Concurrent Programs, Atomicity, Reduction, Abstraction

1. PROBLEM AND MOTIVATION

Because of emerging technologies such as multicore processors and grid computing, concurrency is becoming an important issue of today’s software systems and is likely to become even more so in the future. A wide-range of systems, e.g., web servers, databases, and operating systems, contain highly concurrent data structures and services in order to respond efficiently to a large number of clients accessing simultaneously. Such software makes use of sophisticated synchronization techniques, including fine-grained locking and non-blocking operations, and creates extra threads for internal operations. These techniques require intensive care to use, and bugs due to incorrect use of them can have serious consequences, such as data corruption, operating system crash, or even more catastrophic results, e.g., failure of an aircraft flight control system. Therefore, the functional correctness of software is as fundamental as its performance.

The fundamental reason behind this is the interaction between threads over the shared memory: while writing the annotations for a program under fine-grained concurrency, one has to consider possible interleavings of a large number of conflicting operations.

Annotations for concurrent programs require significantly more intellectual effort to state than those for sequential programs. The fundamental reason behind this is the need to consider each potential interleaving point in a program must be annotated with an invariant that is valid under interference from other concurrently-executing actions. Rely-guarantee methods [10] make this approach more modular by obviating the need to consider each pair of concurrent statements separately. Both these methods require the programmer to reason about interleavings of fine-grained actions; consequently, the annotations are complex. Concurrent separation logic [12] has the ability to maintain separation between shared and local memory, enabling sequential reasoning for multithreaded programs; however, this is not particularly useful for programs with high level of interference.

Fine-grained concurrency also complicates establishing an abstraction map and identifying the commit points of operations while proving linearizability [9]. Managing these requirements when the operations of a data structure are written in terms of many small actions that make visible changes to the state requires considerable expertise.

Atomicity is a well-known specification for concurrently executed code blocks. Several verification approaches were...
developed to verify atomicity [6], using reduction as a key ingredient. Their use of reduction is limited to simple synchronization disciplines and can only reason about commutativity of accesses that are not simultaneously enabled. They require using auxiliary variables and access predicates to enable wider application of reduction. Abstractions have been used as a mechanism to prove atomicity in the work on purity [7].

On the other hand, our approach uses atomicity as a reasoning tool to enable more tractable verification of other specifications such as linearizability. Moreover, we use more flexible notions of reduction and abstraction. Our method is orthogonal and complementary to existing methods that do not make direct use of reduction and abstraction, by enhancing their applicability, and subsuming others that do.

3. APPROACH AND UNIQUENESS

The primary contribution of this work is a static proof system, called QED, for proving assertions [4] and linearizability [3]. QED provides a novel proof strategy in which atomicity is used as a proof tool: a program with fine-grained concurrency is transformed iteratively to make it consist of larger atomic actions, and the correctness conditions are checked after the program reaches an atomicity level appropriate for local analyses. This gradually reduces the influence of thread interleavings on the complexity of the reasoning, and therefore permits significantly more tractable proofs than those provided by existing methods. For example, we prove assertions by performing sequential (local) checks within atomic blocks of the final program. The transformations preserve or expand the set of behaviors of the program, so that assertions proved at the end of a sequence of transformations are valid in the original program. In addition, one can simplify a program with larger atomic blocks using QED and can continue the proof with another method, e.g., separation logic [12].

A distinguishing and essential aspect of our method is the iterative and alternating application of two kinds of transformations, abstraction and reduction, which allows us to reach the desired level of atomicity even when there is apparent interference between threads. While reduction and abstraction have been studied in isolation in the literature, they are symbiotic in QED. Reduction [11] replaces a compound statement consisting of several atomic actions with a single atomic action if certain non-interference conditions hold and allows a subsequent abstraction step to summarize the entire calculation in that statement locally. Abstraction replaces an atomic action with a more relaxed atomic action allowing more behaviors, permitting a later application of reduction to reason that it does not interfere with other atomic actions and merge it with other actions.

4. RESULTS AND CONTRIBUTIONS

I have implemented our verification method in a software tool, also called QED. QED is open source and can be downloaded from http://qed.codeplex.com. Our tool accepts as input a multithreaded program in QEDPL language and a proof script. QEDPL is an extension of the Boogie programming language [2] of Microsoft Research with concurrency constructs, e.g., thread creation. We are also developing a translator from Java to QEDPL. The proof script contains a sequence of proof commands. A proof command is used for one of two purposes: to transform the input program using abstraction, reduction or a combination of the two, or to provide a concise specification of the behavior of the current version of the program, including locking protocols and data invariants. The tool automatically generates the verification conditions justifying each step of the proof and verifies them using Z3 [1], a state-of-the-art SMT solver developed by Microsoft Research. After executing each step in the proof script, QED allows the user to examine the resulting program, intercept the proof, and give new commands.

We also provide a set of proof script templates. These templates document and mechanize proof idioms, a sequence of low-level proof rules applied for a common scenario, for example, indicating that a variable is always lock-protected. We presented the proof idioms for common synchronization mechanisms, such as mutex and reader/writer locks in [5].

We have evaluated QED by verifying a number of multi-threaded programs with varying degree of synchronization complexity. These examples include programs using fine-grained locking and non-blocking data structures. We have found that the iterative approach embodied in QED provides a simple and convenient way of communicating to the verifier the programmer’s understanding of and correctness arguments on the computation and synchronization in the program. Thus, the proofs in our method are invariably cleaner than the proofs based on existing approaches.

The proof script of a program serves as a reproducible (by our tool) documentation of its correctness. Therefore, QED provides a proof repository for a collection of concurrent software including the following purity benchmarks from [7], fine grained multiset and lock-coupling linked list implementations, and non-blocking stack, queue, deque, and readers/writer lock implementations [8].
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